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1. 
Introduction

The title is inspired by Raymond Queneau’s famous work, “Exercises in Style” (Queneau, 1981). In this ingenious literary work, the French author takes a few-line banal story happening in a crowded bus, and in 99 exercises, tells it in different styles. He does it so well, that the reader can see the character acting before his eyes: how he gestures, whether he has a happy face or one of a bitter grumbler. 

Another example of the power of style is “Creature comforts”, an Oscar-winning animation film (Aardman), in which animals talk and gesture in the well-recognizable style of some human groups (of certain nationality, social status).

Thus the style is a source of information on the speaker, as well as of variety and joy (or annoyance) when communicating with real people. Moreover, a pioneering empirical experiment has shown that such factors as the ethnicity and the personality (introvert/extravert) of a synthetic character – even if manifested in a simple, static feature – do have consequences on the effect of the character on the user (Nass et. al, 2000).
One would like to benefit from style also when confronted with virtual humans, or as also called, embodied conversational agents (ECAs) (Cassell et. al, 2000) in computer applications.  Even if one should not expect a virtual human to act like a blood and flesh real person, the current situation of rather puppet-like, styleless virtual characters should be improved, even if step by step.

1.1  
Related work

The first steps have been taken in the direction of expressive ECAs, by endowing them with the capability of showing emotions (Gratch et al. 2001). Subtle issues like the impact of social role (Pelachaud et al, to appear, Prendinger et al. 2001) and personality (Ball et al. 2000) have been addressed.  Also non-verbal signals have been used to accompany speech to make a virtual human more expressive and believable (Cassell et al. 1999, Lundeberg et al. 1999). However, these works concentrate on modeling the psychological, social and communicative aspects of the emotional and cognitive state. Usually the presentational issues are not dealt with as a research topic, but as a practical task for an animator, often only to make a specific application or demonstrator. 
Perlin (Periln 1995, Perlin 2002) demonstrated the importance of non-repetitiveness, by  using some random selection criteria and noise to generate different instances of face and body motion of the character.  Badler and his colleagues have developed EMOTE (Chi et al. 2000), a computational framework to modify expressiveness of hand, body and face gestures of ECAs (Byun et al. 2002). The traditional (Thomas et al. 1981), as well as the computer animation world it has been recognized how important it is to “add style” to (captured or synthesized) motion. 
Recently, there have been initiatives to develop XML-based markup languages as MPML (Tsutsui et al. 2000), VHML (Vhml 2000), APML (De Carolis et al. 2002), RRL(Piwek et al. 2002), CML and AML (Arafa et al. 2002), MURML (Krandsted et al. 2002) to encode some of the “human” aspects of multi-modal communication. Each of these representation languages act either at the discourse and  communicative functions level (APML, RRL, CML, MURML) or at the signal level (AML, VHML). In the first category one can use markup tags like “belief-relation”, “emphasis”, “performative” while tags at the signal level may be “smile”, “turn head left”. In each case the semantics of the control tags are given implicitly, expressed in terms of the parameters (MPEG-4 FAP or BAP, muscle contraction, joint angles and the like) used for generating the animation of the expressive facial or hand gestures.  They provide a direct link between what is often called the mind and the body of the agent. 
Until now none of the mark-up languages has addressed the style of the agent. In our view, style is a necessary additional level to be introduced to connect the communicative and the signal layer, allowing the explicit definition and manipulation of the mapping from the communicative tags to the signal tags.  Our aim is on the one hand to develop such a style language. In order to do so, we need to define the several aspects that constitute style and describe them in terms of parameters. On the other hand we need to provide a computational model to use these style-parameters, which can be embedded in the process of producing the final animation of a styled virtual human. 

1. 2
 Our objectives

We are interested in making ECAs which are expressive and individual in their behaviour and appearance. Particularly, we wish to endow ECAs with style in their non-verbal communicative behaviors. The complexity of the problem is manifested, e.g. in the possibility of using different styles in the communicative act of greeting. Factors like culture, gender, age, personality, physical state and mood of the speaker, as well as characteristics of the situation (level of noise/visibility, characteristics of the listener) all contribute to decide if the greeting will be verbal and/or non-verbal, what facial expression and/or which hand will be used and in what way to express the greeting. Moreover, the different “sources of style” often describe conflicting behavior: in certain social occasions the style code may be different from the one a person follows normally. It is also a matter of personality and several other factors how these conflicts are resolved. Last but not least, it has not been investigated how style is manifested in choice and characteristics of the gestures to be used. So the introduction of style requires a careful look at the following problems:
· Identify aspects and parameters of style in human to human interaction.

· Provide a model to deal with conflicting style codes, as well as with the dynamical effects of the situation.

· Use these findings to define a language for style of ECAs. 

· Identify characteristics of gesturing and provide appropriate parameters to generate gestures which manifest certain aspects of the style.

We are proposing a hierarchical representation language that embeds all the above aspects for creating multi-modal styled ECAs. This language bridges the gap between our earlier work on the highest and lowest levels of nonverbal communication. In (Pelachaud et al. 2002) we proposed a framework that generates multi-modal dialogs: the dialog is marked with tags at the discourse level which then get instantiated as communicative functions when the conversational and social context is considered. In (Ruttkay et al. 2001) we have defined a constraint-based framework which allows the conceptual definition and on-the-fly generation of variants of facial expressions. In this paper we address how the higher level information of the character (such as culture, age) and of the situation (such as characteristics of the listener, physical circumstances in the environment) affect the choice and the performance of behaviors. We do not claim that we provide a complete and perfect model.  Rather we are providing a framework as a first step in this direction, and which allows us to test ideas.

In section 2 of this paper, we show how style is manifested in non-verbal communication among humans.  In section 3 we give the basic structure and parameters of the hierarchical GESTYLE language, and outline how they are used in the entire process of generating styled communication.  Finally, we discuss the status of our work, and outline further research tasks.

2. 
What makes the human style?

We all communicate, but we do not communicate all and always in the same way. Among the possible variants of communicative signals, though, some are the same in a number of individuals, while others are idiosyncratic  E.g. head nod is used for confirmation similarly in case of most (but not all) European nations; while the particular way of nodding makes a difference between two people. 

For our investigations, we define style as the stable tendency of choosing and performing nonverbal signals in communicating, namely using facial, hand and body gestures, which accompany (sometimes replace) speech.  Some examples: X has the tendency to be “stiff” and limited in facial and hand gesturing also in private informal situations, Y’s discourse is  always throughly argumented and accompanied by expressive gestures, Z uses left-hand rather than right-hand in gesturing, W avoids the other’s gaze. 

Our basic hypothesis is that any communicative signal is produced out of the goal of communicating some meaning (be it a conscious, unconscious or even a biological goal) (Poggi et al. 2000). Thus style too manifests the combination and interaction of multiple goals that motivate the person. The manifestation happens in two layers: the ultimate goals of the person (e.g. being noticed and acknowledged by others) are translated to general semantical characteristics of his nonverbal communication (e.g. preference for frequent and visible gestures), which then are manifested in the syntactical and morphological details of the final animation of the body (e.g. hand gesturing with big amplitudes).  

2.1 
Permanent and contingent goals determining the style

In every-day communication, two kinds of factors affect the final outcome of a person’s communication: permanent and contingent ones. The former are the goals and resources coming from the person’s biological and cultural endowment, that are always active in him/her; the latter are the goals activated and the resources provided by the contingent situation in which the person has to communicate.

Our permanent biological goals of survival and reproduction generate some subgoals and sub-subgoals that are themselves biological and universally shared in the human: we all have the goal of physical safety and of being loved, of being well reputed by others and by ourselves, of not being too much dependent on other people and of living up to our very self; also, we generally care for other people's well-being, as it is witnessed by the existence of feelings like tenderness, the sense of justice, and the emotions of guilt and compassion. All these goals, in our view, continuously impinge onto us and may be dismissed only in pathological conditions or when they conflict with each other. 

In order to reach these permanent goals we are endowed with a set of long-lasting resources that are our internal characteristics and capacities, such as personality and cognitive traits, gender, age, and cultural roots. Personality has been viewed (Poggi et al. 2000; De Rosis et al. forth.), as a stable disposition to attribute different preferences to goals, which guide the resolution of conflicting goals.  For example, a selfish person, when the goals of physical safety and care for others are conflicting, chooses to pursue the former, while an altruist pursues the latter. An independent person is one who attributes a high value to his/her own norms and autonomy, while a dependent person cares more about the impression his/her invokes in others  and the norms of others. 

Among a person’s cognitive resources, some are probably innate, like a higher or lower capacity of making inferences, or the different aptitudes towards visual, linguistic and other skills. These resources and aptitudes do have a manifestation in style, e.g. in preferences for making spatial illustrations with hands to accompany speech, or in the effort of thinking, indicated by the tempo of speech, facial expressions (forhead wrinkling, eyebrow squeeze) or head and hand gestures (hand(s) on the forhead or covering the eyes).

But a number of other cognitive capacities are culturally learned, namely knowledge of the world, the communication repertoires (verbal and nonverbal) one comes to learn from infancy on, and generally cultural knowledge. According to de Rosis et al. (forth.), culture also provides a set of norms on how to do things, how to behave, what and how to communicate; and these norms are goals that are part of the permanent endowment of a persons multiple goals when he/she starts a communication.

The major contingent goals are the intentions of expressing the specific meaning the person wishes to communicate. The contingent resources of the speaker and listener are: motor energy (only for the speaker), available modalities, communicative and cognitive capacity, and personality and culture (of the current listener(s)). The resources related to the situation are: time, availability and quality of communication channels.  E.g. a  tired person will speak low and will avoid conspicuous gestures, but if the listener has difficulty with hearing (due to his hearing problems, or noise in the surroundings or in the communication channel), even a tired person will talk harder, and may even choose to use gestures in face to face situations. 

The social setting is relevant too: we use more polite words and less gestures when talking to a high status person, or to someone in a formal situation, and less colloquial  and gestures in public than in private. 

Finally, there may be characteristics of a person’s communication which are totally idiosyncratic and cannot be derived from the above mentioned norms. E.g. the preference for using a hand, or the way of performing a common gesture can be typical of an individual.

During the communication, the internal and external transitory conditions imply temporary new goals extending the permanent ones, and impose resource constraints.  Each of the goals determines the choice of a modality or set of modalities to be used, and/or the choice of a particular signal or set of signals, and/or the characteristics of the production of signals.  All the goals and constraints wich are valid in a given moment contribute to the final output. We find it important to relate style characteristics to goals, as a basic standpoint.  Providing a complete computational model for the mapping of goals to semantical characteristics is beyond the scope of this paper and our present capabilities.

2.2 
Style manifested in gesture characteristics

The goals explained above and personal characteristics are manifested in the gestures used. The gesticulation of a person can be described along four dimensions: level of redundancy, threshold for using a gesture, the repertoire of the gestures used, and the motion characteristics of the gestures used. 

Redundancy. Some people use gestures only to substitute for words, others do also when the gesture simply repeats the meaning conveyed by the word. Possible motivations to be redundant are the low cognitive capacity of the listener, or the noise in the verbal and/or visual channels, or the high motivation of the speaker to be understood/noticed.  

Repertoire. A repertoire is the set of “known/used” gestures of a person. For a single meaning, different alternative gestures may be used. Some people have a richer repertoire of gestures than others. This is due partly to cultural factors (the repertoire of symbolic gestures in Italy, for instance, is presumably wider than in Great Britain), partly to personality and partly to individual factors.

Threshold. Two people may have the same gesture repertoire, but they may judge the appropriateness of a gesture in a given situation differently. The above mentioned characteristics (personality, emotional state, familiarity with the listener) can be characterised by degrees, and a threshold can be given to use certain gestures.  

Motion characteristics. The last, but not least stylistic difference is in the motion characteristics, that is the way of performing gestures. A hand gesture can be analysed in terms of some formational parameters (Stokoe, 1978), like handshape (form of the hand in making it), location (where the hand moves), orientation (direction of palm and metacarp) and movement, which includes a number of sub-parameters like speed and smoothness. While some parameters are determined by lexical and sociolinguistic variation (that is, they assure that the signal is recognised as one with a specific meaning), others, determining the final movement, are free to manifest the style. Specifically, while the handshape or the direction of movement may change according to the gestural dialect of some culture or region, the gestural style of a person is expressed by the following characteristics of the motion:

tension:  movement being tense or relaxed,  where tension is manifested in the change of speed of the motion (Chi et al. 2000); 

amplitude:  how big the motion is, it can be wide or narrow,; 

manner:  the shape of the path of the hand can be smooth or angular;

tempo: slow or fast. 

The gestures of an anxious person, for example, will be tense, angular and fast because of her current high state of arousal; an extraverted person will produce wider gestures than a shy one, because of different goals concerning “being seen/noticed”. However, multiple goals and constraints reflecting available resources may result in conflicts with respect to the gesture choice and parameters. Depending on the resolution of goal conflicts, the resulting gesturing may manifest one goal or another. E.g. a British extraverted teacher might produce more and wider gestures than a shy Italian clerk. Or, an extrovert person may confirm to socal eticette, but if he gets emotional, his (unconscious) self-control is weakened giving way to his own personal gesturing style.

Each specific goal, discussed above, determines some aspects of the morphology of gesture to be generated. Thus there is a mapping of goals and parameters. The modality and gesture chosen and the particular values for each gesture parameter are determined by the combination of goals and environmental conditions that are active at a certain moment. 
3. 
The GESTYLE language

For designing and controlling the gesturing behaviour of synthetic humans, we designed a language which can express all factors contributing to the non-verbal style as described in the previous section. This is done by using three kinds of parameters, which each define some of theabove introduced factors of the style.  The fourth type of parameters are to indicate the meaning to be expressed by some styled nonverbal signals. Hence the first three types of parameters, of different time scope and origin, will decide what gesture will be used, and in what form, to accompany or extend the speech. In the process of making the choices for the gesture parameters, conflicting gesture parameters may be prescribed, thus conflict resolution is to be dealt with too.

3.1 
The hierarchy of four markup languages

In order to model the above explained complex relation between static and dynamical parameters influencing the gesturing style, we have defined the GESTYLE language as a hierarchical language. That is some tags defined at a higher level may define or affect tags of a lower level. GESTYLE consists of four types of  markup languages:

The CHARACTER MARKUP language defines the virtual character’s static characteristics, culture (having values of ethnic group or sub-group of  an ethnic group like “educated British” or “Napoletanian”) personality (e.g. extrovert/intovert),  social role (having value as profession and/or social status), age and sex to capture biological aspects, and eventual individual characteristics like handedness, special gesture usage. This information may be considered invariant during the period the agent is conversing. 
The SITUATION MARKUP specifies a situation, by setting dynamical aspects of the speaker (mood, physical state, momentarily  available communicative modalities) and the environment (characteristics of the addressee, the social relation between the agent and the addressee, the objects in the environment,…) Some situation characteristics (like those of the listener or the location) may be set for a certain time interval (even the entire duration of the conversation), while emotional aspects may be triggered by an event, an action or people (Ortony et al. 1988). 
The COMMUNICATIVE MARKUP is used to annotate the text with information the agent desires to communicate (consciously or unconsciously); this information will (potentially) be accompanied by some gesture. The information may be about the world (characteristics of objects), the speaker’s state, the discourse state.
The GESTURE MARKUP specifies a gesturing sequence, by specifying what gestures are to be expressed at certain points of time: raised eyebrow, head nod, wave right hand, etc. Some parameters may be given to the gestures, like amplitude, duration, start/end time, and  motion-manner. Time parameters may be given qualitatively (short / long duration), or left partially undefined (start when an utterance starts; perform the gesture during a certain utterance). These relative times are then to be expressed, also on the basis of timing information from a text-to-speech system or audio system (responsible for providing the speech to be accompanied by the gesturing) in terms of absolute times (start/duration in ms). In general, the GESTURE MARKUP tags are generated according to the above three tags. However, it is also possible to insert GESTURE MARKUP tags explicitely to the text, in order to define characteristics of the gestures of a given modality (e.g. to make the motion of the right-hand slow) for some time interval, or even to overwrite or extend the generated gestures. This low-level direct influence makes it possible to express characterstics which cannot be captured by the high-level parameters, or overwrite the prescription for some time duration, for fine-tuning the gesturing or for adding special effects by an animator/director. It can also be used as a direct scripting language to define and test animations.

At the lowest, motion definition level (which is not supported by markup tags, but considered to be implemented by an interface to the animation engine used)  the GESTURE MARKUP parameters are expressed in terms of parameters which can be fed directly to the animation player. These parameters may be any animation parameters (e.g. muscle contraction for facial physically-based model, joint angle for articulated body). We are using MPEG-4 facial animation parameters (ISO 1998) and/or MPEG-4 body animation parameters with H-Anim standards (H-Anim 2002), depending on the body model in question. 

Each of these high-level character or situation-related parameters, as set by the markups, define some aspects of gesturing. E.g. culture determines repertoire and possibly also redundancy and amplitude, while personality determines redundancy, amplitude and threshold. The nature of the presentation (formal/informal) as well as the age, sex and modality capacities of the audience change the threshold of using certain gestures and the redundancy level of gesturing and may be also the amplitude and the manner of gesturing motion.  The character and the situation defining parameters may result in conflicting values for gesturing characteristics. The GESTYLE language allows the handling of conflicts in three ways: 

a built-in default preference for the different high-level parameters (e.g. personal is preferred over professional, which is preferred over cultural);

giving the preferences explicitely, as part of the definition of the character’s personality (e.g. a person of low self-estime will confirm more to the social norms and to the norms of the listener)

allow any “black-box” type reasoning module to decide in case of conflicts.

The parameters are to be given in an XML-compliant Markup Language, to be used to annotate text to be spoken by the character.  In Figure 1, a piece of text is given annotated with all 4 types of tags. 
<characterdef id=”char1” culture=”dutch” sex=”male” profession=”engineer” 

handedness=”left” weights=”1 1 2 2” >

<situation location=”public-informal” emotion=”sad” >

Yeah, I am in a bad mood as you can see. I got a parking ticket of 40 euro.

<situation  emotion=”angry”>

You know, they ticketed the entire street, though the machine was out of order.

</situation>

Well, let’s have <communicate locate=”the beer glass in front of me”> another one of this. <communicate/>

Ah… that tastes good.

<situation  physical-state=”slightly-drunk” weight=”3”>

<communicate locate=“char2”> You know what? </communicate>Simply I 

<communicate act=”emphasize”> <gesture name=”rude_gesture” duration=”short”/> will not pay </communicate>this time the fee!

</situation>

</situation>

</characterdef>

Figure 1: A piece of conversational text marked up with different GESTYLE tag to define the talking characters,, the changing situation and individual gestures and their motion characteristics.
In general, communicative gestures accompany speech, and have to be synchronized with speech. The actual frequency and timing of some repetitive gestures (e.g. blink) can be generated on the basis of biological characteristics, while others (e.g. idle motion) may be defined on the basis of personality characteristics (e.g. if the character is nervous, he will make more frequent idle motions).
The interplay of the hierarchy of these languages is illustrated in Figure 2.  Note that all the tags at all levels, in principle, may be either computed by a dialog generator (Pelachaud et.a l. 2002) or may be specified manually (Ruttkay et al. forth). This allows the language to be used by applications and/or as a scripting language for animators on different levels of detail. Our final goal is to make a system that selects automatically the proper COMMUNICATIVE tags and derives the gesture tags from the instantiation of CHARACTER and SITUATION tags; where the SITUATION tags are inserted by some external “situation inspection module”, monitoring/generating changes in the dynamical factors of the speaker, listener and the environment, while the COMMUNICATIVE tags may be produced by a dialog generator and module.





















Figure 2: The simplest usage of the four types of markups in the GESTYLE language, when the SITUATION is given once, and the GESTURE tags are derived from the COMMUNICATIVE tags. It is also possible to process text with multiple SITUATION and given GESTURE markup tags.
3.2 
The composition of gestures

In this paper gesture is used for some motion or feature of one or more body parts that has the goal of communicating some information. The individual or coordi nated motion of the head, the face, the hands and the trunk may convey some information. For each of these body parts, more refined  subparts can be singled out, which play a role in gestures. For instance, face gestures may involve eyes, eyebrows, mouth and other subparts; hand gestures can be characterised in term of the motion of the shoulder, arm, wrist, hand, while the hand in its turn includes the fingers which can be moved.  In this view, a gesture may be defined by composing “basic” gestures. A basic gesture is a movement or feature of a single,  “elementary” subpart of the body. Examples of basic facial and head gestures are:

eye_gesture: look_straight, look_left, look_right, …

eyebrow_gesture: eyebrow_up, eyebrow_frown, …

head_ gesture:
head_nod, head_shake, … 

The basic gestures may be combined to single-modal composite gestures, which involve a single body part like head, face, hands or trunk. The single-modal gestures can be composed into multimodal gestures. For example, a facial gesture of greeting is usually composed by “eyebrows up” and a “smile”, while a multimodal gesture of greeting may comprise a “head nod”, a “smile” and a “small bow”, that is, a “head gesture”, a “facial gesture” and a “body gesture”.  In this way, gestures can be defined hierarchically, from smaller (simpler) gesture units.

A composite gesture is defined as the combination of other gestures using two operators:

 +   for parallel combination;

 *
  for sequential concatenation.

For instance the facial gesture corresponding to “surprise” may be composed of the basic facial gestures: raised eyebrow + raised upper lid + open mouth. The gesture of nodding is a sequence of nods, while a single nod a the sequence of three elementary motions of head_down, hold, head_straight. A multi-modal gesture of pointing can be defined in different ways, from the same single-modal gestures: as parallel combination of head movement and pointing with the hand, or as sequential, where the head movement preceeds the hand movement. The formulation of basic hand gesture is based on a functional separation of arm position, wrist orientation and hand shape, using MPEG-4 (Iso 1998) or H-Anim (H-Anim  2002)  coding systems.  For facial gestures, we use the common definitions of emotional (Ekman 1999) and own earlier work on cognitive facial expressions (Poggi et al. 2000). 

3.3 
The gesture dictionaries

It is an essential characteristic of an ECA what gestures it uses to express meanings. Gestures have different communicative functions (Kendon 1993, McNeill 1992, Poggi 2001). Following the taxonomy by Pelachaud and Poggi (Pelachaud et al. forth), communicative functions may convey meanings about the world (location and properties of  objects, concepts or events, like "here", "small" or "struggle"), about the speaker’s affective state (like "surprised", "angry") and meta-cognitive state ("I'm concentrating" "I'm trying to remember"), believes (certain, implausible) and intentions ("I implore", "I want to speak", "I emphasize", "I greet"). A communicative meaning may be conveyed by one or more gestures. Here the mapping is often many to many: a meaning may be expressed by different gestures, and the same gesture may convey different meanings. E.g. a beat may indicate a syntactical structure in the speech (e.g. enumeration), but also emphasis. In the gesture dictionary, for each meaning a set of alternatives of (single or multi-modal) gestures are given. We model the characteristics of usage of gestures marking the same communicative act by assigning probabilities to the individual gestures. Taking this characteristic into account too, the gestures used for a communicative act are given by a gesture dictionary entry of the following form:
communicative_act (parameters1,  Gesture1,P1), … (parametersn ,Gesturen, Pn) 

where Gesture1 ,…, Gesturen  are gestures, covering the alternatives of expressing the communicative function, and P1,… Pn are probabilities of using the specific gesture in this role.  


The optional gesture modifying parameters specify the motion characteristics of the gesture. Different gesture dictionaries can be defined and given to set different “gesturing code”: one for gesturing habits of a culture (Italian gesturing) or profession (teacher-like gesturing), one for special gesturing of a certain person.
3.4 
Selection of a gesture to be used

When making an ECA gesture with style, a single gesture has to be selected form the possible alternatives, prescribed by different gesture dictionaries according to different CHARACTER specification parameters of the character. The choice may be further influenced by the current SITUATION parameters. The selection of a single gesture from (partly) conflicting choices can be done based on more or less sophisticated reasoning about the decisive factors. For each moment, a current gesture dictionary is composed from the ones prescribed by parameters in the CHARACTER and SITUATION definition (see below). A way to generate the current gesture dictionary is to use some built-in mechanism when processing the GESTYLE marked-up text.  In the style definition reference is made to multiple gesture dictionarys, some with a weight-factors and others in a strict hierarchy. From these a single current dictionary is compiled by first including  all communicative acts which only occur  in strictly one  of the source dictionaries.  Then for conflciting prescriptions, that is meaning entries which occur in more then one dictionary, the hierarchy or the explicitely given weights are used to select one.  Another possibility is to use  a separate reasoning  module to generate a current dictionary. The reasoning then takes place on the goals and norms.

The selection will be based on the applicable entry of the current dictionary, but also taking into account possible modality conflicts (Pelachauad et al. forth). In case of conflict, the selection from the alternatives in the current dictionary entry should be restricted to gestures which use free modalities (i.e. modalities not in used right now). If there is no such gesture. the conflict could be handled by resource-allocation (Cassell et al. 2000). An example of this type of conflict is the agent shaking the head to mean “no” (gesture chosen from the cultural setting), but who also wants to emphasized an utterance. As head movement is already in used, choosing “head nod” signal to denote “emphasis” gives rise to a conflict. If it is possible to express “emphasis” through another entry from the agent’s gesture dictionary (say an eyebrow raising), the conflict does not subsist any longer. But if this is not possible, one of the two movements will have to prevail over the other ones.

3.5
Instantiation of styled gesture

When instantiated, a basic gesture corresponds to an animation of the facial features or body parts involved. A gesture may be instantiated in two ways which vary in complexity. In the simplest case, instantiation of a gesture takes place by instantiating the basic gestures it is composed of. In a more sophisticated framework, a gesture is defined as a set of basic gestures linked by constraints (Ruttkay et. al. 2001).  An example for the first case is head nod and blink, as parallel composition: the two basic gestures, with their default timing and intensities are performed, only the start time is the same. Contrary, in the second case, it is expressed in terms of constraints that the eyes are kept shut during the “hold” stage of the head nod (when the head is kept still after the down movement), or, the blink is short and is “finished” by the time of the head reached the extreme down position.

Some characteristics of the gestures, like duration, intensity, onset/offset time (for facial gestures), preparation/hold/withdrawal time (for hand gestures) can be specified. This framework enables the modification of gesture definition to produce variants of it with different amplitude, motion manner or speed. Such a definition of gesture increases the flexibility of the creation process for animation as well as that it allows the non-repetition of the final animation for each gesture instantiation. 

In the gesture generation stage, all the given CHARACTER, SITUATION and GESTURE parameters having an effect on the motion of a gesture which has to be produced will be taken into account. E.g. an introvert person will make less articulated gestures, while a typical asymmetric eyebrow-usage will have an effect on all facial signals involving eyebrows. The effect of high-level CHARACTER and SITUATION parameters on the motion characteristics are given in terms of low-level GESTURE parameters.  Here possible conflicts are dealt with in a similar way as in the gesture selection stage. When nesting occours, the locally defined, deepest GESTURE parameters override temporarily all other prescriptions.

The on-the-fly generation of individual expressive gestures is based on our earlier work on the gesture repertoire principle: a gesture is defined in terms of characteristics of the motion and shape of the involved features. E.g. hand shape, palm orientation, motion path of hand, or characteristics of motion curves of facial features, declaring that e.g. in case of smile the mouth corners move upwards out, in a symmetrical way, stay still for some time, then move back to the neutral position (Ruttkay 2001). When GESTURE parameters are to be applied to the “standard” definition of a gesture, they are expressed in terms of modifying certain constraints.  E.g. the amplitude increase of the smile will be expressed as increase of the extreme positions. However, as in the definition of smile the limitation of application/release speed are incorporated, the increase of amplitude may result in increase of duration too. The constraint framework allows the generation of different instances of a gesture, including random variants, as different solutions for the same constraint satisfaction problem.  That is, when a “standard smile” is to be made, smiles with slight variations (allowed by the constraints defining the smile) will be produced.

It may happen that some modalities must be used for different gestures at the same time (like in case of speech and smile). For these modalities, a blend of the contributing gestures is to be produced, either as weighted sum of the contributing gesture parameter functions, or in a more sophisticated way, taking into account the constraints that should hold for the gestures. 

4. 
Current status of research and further work

Up to recently, we have been working on generating facial expressions. We had developed a conversational agent (Pelachaud et. al. 2002) and an interactive editor to specify facial expressions (Noot et al. 2000), also in terms of constraints. We have developed two systems for defining and animating hand gestures (Hartmann et al. 2002., Huang et al. forth). The GESTAL language is being implemented. Using these tools and taxonomy of facial and hand gestures, we are currently implementing the system for styled expressions using the modalities of face, head and hands. We are currently experimenting with the effect of variations and non-determinism within gestures. Later on, we wish to test if the style of synthetic characters, manifested in facial and hand gestures is perceived as intended. 

There are several issues which need to be clarified before starting to implement a more full-fledged system. Fist of all, different dictionaries need to be defined from psychological and sociological studies to find out what the distinctive gesture types and manners are for certain groups (divided by culture, profession, age and so on). It is also a question if the gesturing of cultures could be defined in terms of lower-level parameters, like every-day and social values, living conditions. 

Ultimately, one would like to have an ECA which manifests style also in the verbal modality. A markup language for emotional speech has been developed, which fits in the framework of gesture markup languages (Van Moppes 2002). It is possible to define speech style: personal or culture-dependent way of expressing emotions, emphasis, hesitation ... However, style is manifested very strongly in choice of words and sentence structures. There is ongoing work to generate styled NL content (Walker et al. 1997). On a longer term, it is a challenging task to develop ECAs which have consistent style in all their modalities. 
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